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Future wireless networks will require to transfer much greater amount of data at
much higher speed. To deal with this fast-increasing demand of higher data rate
and low latency, the carrier frequency needs to be increased in order to expand the
bandwidth available for the transmissions. This is the reason why wireless commu-
nications are moving towards mmWave (5G) and even TeraHertz (6G) frequency
bands.
Increasing the carrier frequency will provide a wider bandwidth, nevertheless an
optimal PHY layer scheme is necessary to increase the spectral efficiency.
These promising technologies however come at a cost, the higher frequency yields
limitations on the propagations of the signals in the environment.
To address this problem, highly directional beamforming is exploited to increase
the antennas’ gain.
This thesis will propose a solution for the scheduling of MU-MIMO system by em-
ploying Hybrid Beamforming based on Dirty Paper Coding.
The Hybrid precoder consists of a digital baseband precoder and an analog RF
precoder, in this way it reduces the hardware complexity and the power consump-
tion.
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Chapter 1

Introduction

1.1 mmWave

As described in the latest Ericsson’s report [9], global total mobile data traffic is
estimated to grow by a factor 4.5, to reach 226 EB (Exabyte) per month in 2026.
Smartphones generate most of the mobile data traffic, around 95%.
To deal with this fast-increasing demand of higher data rate and low latency, the
carrier frequency needs to be increased in order to expand the bandwidth available
for the transmissions. This is the reason why next generation of wireless networks
will adopt mmWave frequency.
The bandwidth’s increase will offer high-capacity transmissions that eventually
will lead to a data-rate greater than a Gbps indeed, in 2026, 5G will account for an
estimated 54 percent of total mobile data, as shown in figure 1.1 [9].

FIGURE 1.1: Global mobile data traffic (EB per month), without in-
cluding traffic generated by fixed wireless access (FWA) services [9]

Despite the potential provided by a wider bandwidth, mmWave signals suffer from
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many transmissions issue such as severe path loss and higher sensitivity to block-
age due to the shorter wavelength.
This implies having harsh performance in term of SNR at the receiver. To overcome
this problem, antennas with multiple active elements are required to increase the
gain of the signal. The size of these antenna arrays can be tiny since the optimal
antenna length decreases as the frequency increases.
Thus, it is possible to pack many antennas into small form factors (essential for
user equipment).
Nowadays, within the global wireless mmWave band of 60 GHz, there is 7 GHz of
bandwidth available, despite this wide bandwidth, data rates on the order of 100
Gbps can only be achieved with a spectral efficiency of at least 14 bit/s/Hz. [21]
Increasing the carrier frequency to mmWave will provide a larger bandwidth, nev-
ertheless an optimal PHY layer scheme is necessary to increase the spectral effi-
ciency. The higher frequency yields limitations on the propagations of the signals
in the environment: the path-loss is higher (compared to sub 6GHz), and the num-
ber of scatterers is limited.

1.2 MU-MIMO

In a cellular network there are two communication problems to consider: the up-
link, where a group of users transmits data to the same base station, and the down-
link, where the base station transmits signals to multiple users. [23]
In this thesis the downlink’s problem is investigated. Complete knowledge of the
channel at the transmitter side is assumed, thus the base station is aware of the
interference that is going to be observed by all the available users, hence efficient
algorithms to optimally select the users can be analyzed.
Because of mmWave, the large number of antennas required to increase the gain of
the transmission generates very narrow beams, hence spatial multiplexing can be
exploited.
Nevertheless, it is also a hardware constraint that limits the use of fully digital pre-
coding: many hardware components would be needed, including signal mixers,
analog-to-digital/digital-to-analog converters (ADCs/DACs), and power ampli-
fiers.
Having one RF chain for each antenna element means prohibitive cost and power
consumption, and thus is not feasible.
A promising technology is the so-called Hybrid Beamforming: it consists of a dig-
ital baseband precoder and an analog RF precoder, in this way it reduces the hard-
ware complexity and the power consumption. [12]
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FIGURE 1.2: An illustration of MU-MIMO downlink [23]

This system limits the number of RF chains, nevertheless multiplexing beamform-
ing is still exploited since it does not use only one RF chain as an analog precoder,
hence many beams can be transmitted to point towards different directions.
The main scope of this thesis is to show the benefit of using Dirty Paper Coding
for the Hybrid Beamforming and to evaluate the conditions in which it achieves
higher capacity than the traditional Zero Forcing scheme.
In [4], the optimality of Dirty Paper Coding in achieving the sum capacity is shown,
hence, by exploiting this precoding scheme, an algorithm for the users’ schedul-
ing with higher total achievable rate than the general rate-maximization algorithm
based on ZF can be derived.
This thesis consists of the following chapters:

• Chapter 2 describes the mmWave MU-MIMO system model

• Chapter 3 introduces the problem of Scheduling

• Chapter 4 analyzes the idea of Dirty Paper Coding

• Chapter 5 describes the Hybrid Beamforming scheme and how it can be im-
plemented using the Dirty Paper Coding approach

• Chapter 6 shows results of the simulations

• Chapter 7 defines the conclusions and explains possible future directions on
this topic.
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Chapter 2

System Model

2.1 MU-MIMO System

A MU-MIMO system refers to the system in which a base station communicates
with many users at the same time.
The considered model consists of a transmitter with an array of Nt antennas and
Nu users with only one antenna.
The baseband input-output relationship can be expressed as:

y =



y1(t)
y2(t)

...
yk(t)

...
yNu(t)


= H(t) ∗ x(t) + n(t) (2.1)

where yk(t) is the received by signal by the k-th user, H is the NuxNt matrix that
corresponds to the channel impulse response, x is the transmitted vector, n is the
additive gaussian noise with zero mean and variance σ2

w and the symbol ∗ denotes
the convolution.
For simplicity, in this thesis the frequency flat fading channel is considered and,
therefore, the channel has the same response over the entire bandwidth, hence the
input-output relationship becomes:

y1

y2
...

yNu

 =


· · · h1 · · ·
· · · h2 · · ·

...
...

...
· · · hNu · · ·




x1

x2
...

xNu

+


n1

n2
...

nNu

 (2.2)
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where hi denotes the narrowband MISO channel vector between the transmitter
and the user i, thus the element hij is represents the complex gain from the trans-
mitter antenna i and the user j.
A digital precoder B can be exploited to remove the interference received by users,
the precoding matrix can be expressed as:

B =


...

...
...

...
B1 B2 · · · BNu
...

...
...

...


where the vector Bi is the precoding signal for the user i, in this way, its received
signal can be given as:

yi = hiBixi +
Nu

∑
k=1,k 6=i

hiBkxk + n (2.3)

The base station needs to find the best precoding matrix to maximize the capacity of
the system, considering that the symbol vector has normalized power: E(xxH) = I,
then in order to satisfy the total power constraint, the next inequality must hold:

tr(BBH) ≤ PTOT

where PTOT is the maximum available power at the transmitter.
The assumption of having the complete channel knowledge at the transmitter side
enables precoding, indeed it depends on the channel matrix.
To estimate the channel, the base station usually transmits known pilot signals to
the users, hence, they can estimate their own channel by comparing the received
signal with the known transmitted pilot.
Then, this information is sent back to the transmitter. Since this procedure can be
time-consuming and there could also be the problem of out-of-date of the CSIT,
especially in fast time-varying scenarios, for instance the case of users in move-
ment, hence it is better to use a different approach: assuming channel reciprocity,
the estimation can be evaluated at the transmitter, using uplink pilots.

2.2 mmWave Propagation

Propagation’s aspects of mmWave signals are extremely different compared to the
Sub-6GHz band due to the small wavelength.
The relationship between the received power and the transmit power in free space
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is given by the Friis’ Law:

PR = PTGTGR

(
λ

4πd

)2

(2.4)

where GT and GR refers respectively to the gain at the transmitter and at the re-
ceiver. d is the separation distance and the exponent 2 is related to the free space
condition. Using isotropic antennas, the propagation of signals at higher frequency
(shorter wavelength) will be worse compared to lower frequency signals, due to the
path loss term.
The advantages is that because of the shorter wavelength, it is possible to pack
much more antennas in the same space, providing higher directionality. Exploiting
this property is necessary to overcome the severe path loss of mmWave.
As described in [12], the most common statistical model describes the average path
loss via a linear model:

PL(d) = α + 10β log10(d) + ξ (2.5)

the value is obtained in [dB], α and β are linear model parameters, by considering
the Friis’ Law, the value β is equivalent to the exponent of the path loss term. ξ is a
lognormal term accounting for variances in shadowing.
Many studies, including measurements in New York City, has showed that for dis-
tances of up to 200m from a low power base station, the distance-based path loss
in mmWave links is no worse than conventional cellular frequency after compen-
sating for the beamforming gain. [12]
Those measurements in an urban scenario as NYC is a challenging condition be-
cause of the frequent lack of line-of-sight (LOS) connectivity, severe shadowing, as
well as limitations on the height and placement of cells. [20]
In Figure 2.1, a comparison of the path loss at different frequencies, considering
isotropic transmission. [1]
The standard 3GPP urban micro (UMi) path is given by:

PL(d) = 22.7 + 36.7 log10(d) + 26 log10( fc)

where d is the distance between transmitter and receiver and fc is the carrier fre-
quency. [1]
Despite this beamforming solution, mmWave signals can be severely vulnerable to
shadowing, resulting in outages and intermittent channel quality. [20]
For instance, materials such as brick can attenuate signals by as much as 40–80 dB
and the human body itself can result in a 20–35-dB loss.
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FIGURE 2.1: Comparison of distance-based path loss models [1]

On the other hand, humidity and rain fades (common problems for mmWave links)
are not an issue in cellular systems, as shown in [19].
Also, the human body and many outdoor materials being very reflective allow
them to be important scatterers for mmWave propagation, this enables coverage
via NLOS paths for cellular systems.
To quantify the effect of blocking, a two-state probabilistic model (LOS and NLOS)
or a three-state model (LOS, NLOS and signal outage) can be exploited.
The probability that a user is in one of those states depends on the distance. [12]

2.3 Channel Model

The mmWave MIMO system can be described using the standard multipath mod-
els used for lower frequencies. [12]
Path delays and Doppler shifts do not come into play due to the nonselective na-
ture of the channel in time and frequency. [11]
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2.3.1 Uniform Spaced Linear Array

A uniform linear array (ULA) is a set of Nt active elements along a unique direction.
The space between two consecutive elements is uniform and it is denoted as d.

FIGURE 2.2: A uniform spaced linear array [27]

It enables 2D beamforming, the antenna arrays are described by their normalized
antenna steering vectors that depends on the angle of arrival (θR) and the angle of
departure (θT):

aT(θT) =
1√
Nt

[
1, ej2πφT , ej4πφT , · · · , ej2πφT(Nt−1)

]T

aR(θR) =
1√
Nr

[
1, ej2πφR , ej4πφR , · · · , ej2πφR(Nr−1)

]T (2.6)

where Nt and Nr are respectively the number of antennas at the transmitter and at
the receiver. The normalized spatial angles φT and φR are related to the physical
angle of arrival and departure [12] :

φT =
dT

λ
sin(θT)

φR =
dR

λ
sin(θR)

dT and dR denote the antenna spaces at the transmitter and receiver, respectively,
and λ is the wavelength of propagation. [11]
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The narrowband channel vector with the user k is given by:

hk =

√
NtNr

LSρk

LS

∑
i=1

αiaT(θTi)aR(θRi) (2.7)

it represents the signal propagation over LS paths, with different AoA and AoD.
αi is the complex gain of the i-th multi-path component and ρk is the distance de-
pendent path loss between the transmitter and the k-th receiver.
The considered system consists of users with only one antenna, thus the channel
vector simplifies as:

hk =

√
Nt

LSρk

LS

∑
i=1

αiaT(θTi) (2.8)

2.3.2 Uniform Planar Array

The linear arrays are limited because they cannot provide beamforming in the ele-
vation domain (3D beamforming).
In this case, the normalized steering vectors are function of both the azimuth angle
(θ) and the elevation angle (φ).
The uniform planar array (UPA) is the particular instance in which the space be-
tween consecutive antennas is the same in both directions.
If also the total number of antennas in one direction is the same as the other direc-
tion, that is the case of uniform square planar array described by Figure 2.3 with
N = M.
The normalized steering vectors can be written as:

aT =
1√
Nt

vec(a′T)

aR =
1√
Nr

vec(a′R)
(2.9)

where a′T and a′R are defined as:

a′T(θT, φT) =


1 ejκsin(θT)sin(φT) · · · ej(

√
Nt−1)κsin(θT)sin(φT)

1 ejκ(sin(θT)sin(φT)+sin(θT)cos(φT)) · · · ejκ((
√

Nt−1)sin(θT)sin(φT)+sin(θT)cos(φT))

...
... · · · ...



a′R(θR, φR) =


1 ejκsin(θR)sin(φR) · · · ej(

√
Nr−1)κdsin(θR)sin(φR)

1 ejκ(sin(θR)sin(φR)+sin(θR)cos(φR)) · · · ejκ((
√

Nr−1)sin(θR)sin(φR)+sin(θR)cos(φR))

...
... · · · ...


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FIGURE 2.3: Geometry of a planar array [27]

the constant κ = 2πd
λ and the function vec() refers to the transformation from matrix

to column vector following the row order, for instance:

vec

([
α β

γ ε

])
=
[
α, β, γ, ε

]T

The narrowband channel vector for user k is given by:

hk =

√
NtNr

LSρk

LS

∑
i=1

αiaT(θTi , φTi)aR(θRi , φRi) (2.10)

which, in case of single antenna user equipment, simplifies to:

hk =

√
Nt

LSρk

LS

∑
i=1

αiaT(θTi , φTi) (2.11)
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Chapter 3

MU-MIMO Scheduling

In this chapter, various algorithms for the scheduling problem of a MU-MIMO
system are investigated.

3.1 Users’s Scheduling procedure

The users’ scheduling algorithm is implemented at the base station to select the
optimal set of users to increase the total achievable data rate.
The algorithm starts with a channel matrix H defined as:

H =


h1,1 h1,2 · · · h1,Nt

h2,1 h2,2 · · · h2,Nt
...

... · · · ...
hNu,1 hNu,2 · · · hNu,Nt


without loss of generality the number of available users can be greater than the
number of antennas at the transmitter side.
The scope of this algorithm is to reduce the total number of users, selecting only
some of them, in order to maximize the total capacity.
The total number of selected users must be smaller than the number of antennas at
the base station, since each user requires a different stream of data.
A basic idea of the user selection problem is given by Figure 3.1, in this case the
fourth user is not selected for the transmission because otherwise the total achiev-
able rate will be lower, thus it means that the fourth channel is the worst in a rela-
tive sense. [5]
Thus, the selection is based on the total available power, on the number of antennas
and on the full channel knowledge of the user, at the base station.
Because of the spatial multiplexing, channel state information (CSI) at the trans-
mitter is necessary for beamforming.



14 Chapter 3. MU-MIMO Scheduling

FIGURE 3.1: Multi-user MIMO system [5]

The general optimization problem that has to be solved for the user scheduling is:

max
B,Ω

∑
i∈Ω

log2

(
1 +

hiBi (hiBi)
H Es

∑k∈Ω,k 6=i hiBk (hiBk)
H Es + σ2

w

)
(3.1a)

subject to Ω ⊆ Ψ, (3.1b)

Tr(BBHES) ≤ PT. (3.1c)

The maximization of the spectral efficiency over all the selected users is given by
3.1a, where Ω is the set of selected users and Ψ is the set of all the available users
for the downlink transmission; indeed Ω ⊆ Ψ.
The maximization depends on the precoder matrix, denoted by B, and on the users
set.
The inequality 3.1c is for the power constraint, where PT is the total power available
at the base station. The constant Es refers to the symbols’ energy and the subscript
()H denotes the Hermitian transpose transformation.
Different algorithms can be implemented based on the selected precoding scheme.
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3.2 Zero-Forcing Coding

Zero forcing beamforming is a simple technique that allows orthogonal transmis-
sions, without multiuser interference, by inverting the channel matrix at the trans-
mitter.
If the number of antennas Nt is greater than the number of available users Nu, the
beamforming matrix consists of the Moore-Penrose pseudoinverse of the channel
matrix:

B = HH(HHH)−1 (3.2)

In this way, the received signal by user i is:

yi = hiBixi +
Nu

∑
k=1,k 6=i

hiBkxk + n = hiBixi + n = xi + n (3.3)

Because the product of the channel matrix by the precoding matrix is the identity:

HB = HHH(HHH)−1 = I (3.4)

ZF beamforming at the transmitter does not enhance noise at the receiver and each
user terminal receives only its own data.
To keep the used power under a certain threshold, the power constraint inequality
need to be satisfied, thus a power allocation matrix, P, is multiplied by the precod-
ing matrix to complete the description of the beamforming.

B = HH(HHH)−1P (3.5)

The power constraint is illustrated by the following inequality:

Tr
(

BBHEs

)
= Tr

(
HH

(
HHH

)−1
P
(

HH
(

HHH
)−1

P
)H

Es

)
≤ PT (3.6)

Using the following property about the trace function that is proved in the Ap-
pendix A:

Tr
(

BBH
)
= Tr

(
BHB

)∗
= Tr

(
BHB

)
where the last equality comes from the fact that in this case the trace is real because
the diagonal elements are square of the rows’ modulus of the matrix B; the power
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allocation inequality can be simplified to:

Tr
(

BBHEs

)
= Tr

((
PH
(

HHH
)−H

P
)

Es
)
≤ PT (3.7)

where the subscript ()−H denotes the Hermitian transpose transformation of the
inverse matrix.
The power allocation matrix is real and diagonal. The entry Pii refers to the power
for the i-th user:

P =


P1,1 0 · · · 0
0 P2,2 · · · 0
...

... · · · ...
0 0 · · · PNu,Nu


Thus the optimization problem for the user scheduling using Zero-Forcing is:

max
P,Ω

∑
i∈Ω

log2

(
1 +

P2
i,iEs

σ2
w

)
(3.8a)

subject to Ω ⊆ Ψ, (3.8b)

Tr
(

PHHPPEs
)
≤ PT. (3.8c)

where the matrix HP is a constant factor in the used power expression that depends
only on the channel matrix: HP =

(
HHH)−1.

Due to the fact that the matrix P is diagonal and real, its Hermitian transpose has
the same values: P = PH.
The energy of the symbols, Es, without loss of generality, can be considered equal
to 1.
In this way, the power constraint 3.8c becomes:

Tr (PHPP) = Tr




P1,1 0 · · · 0
0 P2,2 · · · 0
...

... · · · ...
0 0 · · · PNu,Nu

HP


P1,1 0 · · · 0
0 P2,2 · · · 0
...

... · · · ...
0 0 · · · PNu,Nu


 ≤ PT

(3.9)
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This expression can be further simplified, because of the diagonality of P.
As it will be shown next, that trace depends only on the diagonal elements of HP.

Tr (PHPP) = Tr




P1,1 0 · · · 0
0 P2,2 · · · 0
...

... · · · ...
0 0 · · · PNu,Nu

HP


P1,1 0 · · · 0
0 P2,2 · · · 0
...

... · · · ...
0 0 · · · PNu,Nu




= Tr




P1,1HP1

P2,2HP2
...

PNu,NuHPNu




P1,1 0 · · · 0
0 P2,2 · · · 0
...

... · · · ...
0 0 · · · PNu,Nu




= Tr




P2
1,1HP1,1 P1,1P2,2HP1,2 · · · P1,1PNu,Nu HP1,Nu

P2,2P1,1HP2,1 P2
2,2HP1,2 · · · P2,2PNu,Nu HP2,Nu

...
... · · · ...

PNu,Nu P1,1HPNu ,1 PNu,Nu P2,2HPNu ,2 · · · P2
Nu,Nu

HPNu ,Nu




=
Nu

∑
i=1

P2
i,iHPi,i

where HPi and HPj,k are respectively the row i and the element in position (j, k) of
the matrix HP.
This problem can be solved by exhaustive search over all the possible subsets: for
all n ∈ (1, Nu), find all the possible subsets with n users, in order to select the
subset with the higher rate.
Doing this procedure for all the values of n and then choose the value of n that
allows maximization of the rate, thus this is a solution for the analyzed problem.
Nevertheless, due to the massive number of combinations when the number of
available antennas is high (for instance, with 64 antennas and 100 available users,
the number of subsets with 64 users is: (100

64 ) ' 2x1027) such an algorithm has
prohibitive complexity.
In [7] a suboptimal algorithm is proposed:
it starts with an empty set and the first selected user is the one such that:

s1 = argmax
i∈Ψ

hih
H
i (3.10)

Then, this algorithm follows an iterative procedure in which the user that maxi-
mizes the rate is added to the set. It stops either when the number of users in the
set is equal to the number of antennas or when, at a certain iteration, all the users
left do not increase the total rate.
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At each iteration the user set (Ω) is defined and its channel matrix is known, thus
the zero forcing precoder can be computed.
To find the maximum total rate the best power allocation matrix is necessary, hence
the following optimization problem needs to be solved:

max
P

∑
i∈Ω

log2

(
1 +

P2
i,i

σ2
w

)
(3.11a)

subject to ∑
i∈Ω

P2
i,iHPi,i ≤ PT (3.11b)

3.2.1 Optimal power allocation

Denoting the square of the i-th elements of the power allocation matrix as pi.

pi = P2
i,i (3.12)

The optimization problem can be rewritten as:

max
P

∑
i∈Ω

log2

(
1 +

pi
σ2

w

)
(3.13a)

subject to ∑
i∈Ω

piHPi,i ≤ PT (3.13b)

pi ≥ 0 (3.13c)

The solution of this problem, the optimal values of the matrix P, can be obtained
employing the Lagrangian method.
The Lagrangian function is :

L(p i, λ, π) = ∑
i∈Ω

log2

(
1 +

pi
σ2

w

)
− ∑

i∈Ω
λipi − π

(
∑
i∈Ω

piHPi,i − PT

)
(3.14)

where the vector λ and the variable π are Lagrangian multipliers. The i-th element
of the vector λ is denoted by λi.
Setting to zero the derivative of the Lagrangian function with respect to pk is nec-
essary to obtain the Lagrangian dual function.

∂L
∂pk

=
1

ln(2)σ2
w

 1
1 + pk

σ2
w

− λk − πHPk,k = 0
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The result of this equation is:

pk =
1

(λk + πHPk,k) ln(2)
− σ2

w

The constraint 3.13c requires the elements of the power matrix to be positive. Hence,
a compact result can be found by forcing it to be positive without the Lagrangian
multiplier λ.

pk =

(
1

πHPk,k ln(2)
− σ2

w

)+

(3.15)

where the function ()+ is described as:

x+ = max(0, x)

in order to keep only positive values for the power, in case of negatives, they are
set to zero.
This solution is similar to the water-filling scheme studied in 4.1.1, where the La-
grangian multiplier π is a positive constant such that power constraint 3.13b is
satisfied.
The values of optimal power allocation have to be computed at each iteration with
a different subset of users.
To compute the power matrix, P, the square root of the elements obtained with 3.15
are the diagonal entries of the final matrix, because of 3.12.

3.2.2 ZF Algorithm

This users’ scheduling algorithm [7] is fully outlined as follows:

Initialization:

• Set n=1

• Find the first selected user, s1, such that:

s1 = argmax
i∈Ψ

hih
H
i

• Set S1 = {s1} and denotes the max achieved rate Rz f (S1)max

Iterative step:

While n < Nu
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• Increase n by 1

• Find the n-th selected user, sn, such that:

sn = arg max
i∈Ψ\Sn−1

Rz f (Sn−1 ∪ {i})

• Set Sn = Sn−1 ∪ {sn} and denotes the max achieved rate Rz f (Sn)max

• If Rz f (Sn)max ≤ Rz f (Sn−1) decrease n by 1 and break

where the maximum achieved rate Rz f (Sn)max with the set of users Sn is computed
as follows:

Rz f (Sn)max = ∑
i∈Sn

log2

(
1 +

pi
σ2

w

)
(3.16)

where the optimal power allocation for the user i, pi, is given by the Equation 3.15.
The algorithm stops when by adding none of the remaining users (which have not
been selected yet) can increase the total rate.
At the end, the best set of users is Sn and the maximum achievable rate is Rz f (Sn)max.
The best set of users is related to the best channel matrix, that is necessary to com-
pute the beamformer.
By denoting the channel matrix H as the matrix in which the i-th row is the channel
vector of the i-th selected user, the beamformer, B, is obtained as described in 3.5:

B = HH(HHH)−1P

3.2.3 Uniform Power allocation

To limit the computational complexity of the algorithm, another suboptimal solu-
tion is introduced.
In the previous algorithm the solution of the optimal power allocation problem
needs to be computed for a number of times equal to the remaining users in the set
for each iteration.
Due to the orthogonality of the channels, a uniform power allocation can lead to
sub-optimal performance in terms of total rate, keeping the complexity of the al-
gorithm as low as possible. It means that the power associated for the i-th user
depends only on the channel of that user and on the total available power.
In this way, from the channel matrix, with a single operation, is possible to obtain
the sub-optimal power matrix without solving the optimization problem previ-
ously described.
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The allocated power for the i-th user is equal to:

pi =
PT

NuHPi,i

(3.17)

To be sure that these values of the power allocation can be used in this sense, they
need to satisfy the constraints 3.13b and 3.13c.
To prove that the condition 3.13c holds, the elements need to be positive regardless
of the channel matrix H.
The total available power at the transmitter and the number of users are certainly
positive values and also the diagonal elements of HP =

(
HHH)−1 are positive as

shown in the next theorem for the special case of square channel matrix.

Theorem 3.2.1. Let H be a full rank NxN matrix, the diagonal elements of the matrix(
HHH)−1 are positive.

Proof. The diagonal elements of the matrix HHH are positive because they are noth-
ing but the square of the module of each row vector, hi, of the matrix H:

HHH =


‖h1‖2 ? · · · ?

? ‖h2‖2 · · · ?
...

... · · · ...
? ? · · · ‖hN‖2


The determinant of the matrix HHH is positive due to Binet’s theorem (Appendix
A):

det
(

HHH
)
= det (H)det

(
HH
)

The determinant of the transpose of a matrix is equal to the determinant of the
matrix itself, thus:

det
(

HHH
)
= ‖det (H) ‖2 > 0

The case of null determinant happens when at least two rows or columns of the
matrix H are linearly dependent.
The hypothesis of full rank channel matrix is consistent because the probability
that two random channel vectors are not linearly independent is negligible.
Given that both the determinant and the elements on the main diagonal are posi-
tive, also the diagonal elements of the inverse matrix are positive.

By exploiting this theorem, a general result can be obtained:
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Lemma 3.2.2. Let H be a full rank NxN matrix, the matrix HHH is positive-definite.

Proof. As stated previously, the determinant of the matrix HHH is positive.
By iterative removing the last row of the matrix H and denoting the considered ma-
trix at the i-th iteration as Ĥ(i), the property of positive determinant for Ĥ(i)Ĥ(i)H

is still satisfied.
The determinant of the matrix Ĥ(i)Ĥ(i)H is the i-th principal minor of the matrix
HHH, it is positive, thus for Sylvester’s criterion HHH is positive definite.

The second step is to prove that the solution proposed in 3.17 satisfies the con-
dition 3.13b.
It can be easily shown as follows:

∑
i∈Ω

piHPi,i = ∑
i∈Ω

PT

NuHPi,i

HPi,i

(1)
= ∑

i∈Ω

PT

Nu
= PT

Where in (1) the fact that the set Ω contains Nu users is employed to prove the
condition of the inequality in 3.13b.
Using the power allocation in 3.17, the algorithm to obtain the n-th selected user is
described:

For all K available users not selected yet: i ≤ K

• Add to the selected channel matrix H, the channel vector of the i-th remaining
user as new row.

• Compute the matrix HP =
(
HHH)−1.

• Obtain the vector of powers using the diagonal elements of HP:

pj =
PT

NuHPj,j

• Calculate the value of the total rate using the i-th user:

R(i) = ∑
j

log2

(
1 +

pj

σ2
w

)

In this way the vector R contains in position i the value of the total achievable rate
by adding the i-th not selected user.
To get the index of the best user, this last instruction is necessary after the for cycle
is concluded:
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• Acquire the best user, i?, by seeking the maximum value of the rate over all
the remaining users:

i? = argmax
i

R(i)

3.2.4 Comparison betweeen optimal and uniform power alloca-

tion

As described in the previous section, uniform power allocation, described with the
Equation 3.17, is a valid solution for the entries of the power matrix.
The meaning of this method is to allocate more power to the users with a better
channel.
Indeed, if a certain user has the best channel condition compared to other users, the
square of the module of its channel vector: hih

H
i is the highest, thus its diagonal

element of the matrix HP results to be the lowest, hence more power is allocated
for its transmission due to Equation 3.17.
In order to understand if uniform power allocation is a good solution in terms of
total rate, despite its low complexity, a comparison between optimal and uniform
power allocation is shown in Figure 3.2 and 3.3.
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FIGURE 3.2: Comparison between optimal and uniform power allo-
cation (Total-Rate)

In this simulation, the whole set contains 100 available users and the antenna at the
transmitter is a Uniform Planar Array with 64 active elements.
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FIGURE 3.3: Comparison between optimal and uniform power allo-
cation (Number of selected users)

The comparison between the different allocation methods is shown as functions of
the ratio PT

σ2
w

.
In Figure 3.3, the comparison is based on the number of selected users: the op-
timal algorithm sometimes selects one more user for the transmission, however,
as shown in Figure 3.2, despite the total achievable rate of the optimal method
is larger than the uniform power allocation, the difference, in these conditions, is
negligible.

3.2.5 Performance employing a users’ set with different size

Using uniform power allocation to obtain the power matrix, a comparison of the
performance employing a users’ set with different cardinality is shown in Figure
3.4 and 3.5.
In this simulation, the transmitted antenna is a Uniform Planar Array with 64 ac-
tive element and the cardinality of the users set goes from 64 (equal to the number
of antennas) to 1000.
Using the same power, by increasing the number of available users, this scheduling
algorithm can select more users and increase the total achievable rate.
This is due to the fact that with a higher cardinality of the users set is more likely
to have more users with a good channel.
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A total rate dependence on the users set is more relevant with higher SNR condi-
tions: as shown in Figure 3.4, when the ratio PT

σ2
w

is equal to 10dB, the difference of

the total rate between 64 users and 1000 users is more than 25 bits/s
Hz , whereas when

the ratio PT
σ2

w
is equal to −10dB, the difference is less than 10 bits/s

Hz .
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FIGURE 3.4: Comparison of total rate with different users’ set
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Chapter 4

Dirty Paper Coding

Dirty Paper Coding is introduced by Max Costa in [6].
It is a method of precoding the data such that the effect of the interference can be
canceled subject to some interference that is known to the transmitter. [5]
The title of Costa’s work came by making an analogy to the problem of writing on
dirty paper, where the reader cannot nominally distinguish dirt from ink. [18]
In a single-user memoryless channel, with transmitted signal x, unknown Gaussian
noise n and additive interference s known to the transmitter but not to the receiver,
the received signal is equal to:

y = x + s + n (4.1)

By definition, the capacity of this system is defined as:

C = max
p(u,x|s)

{I(u; y)− I(u; s)} (4.2)

where the vector u is an auxiliary random variable and I(x; y) is the mutual infor-
mation of x and y.
The idea of Costa [6] is that with Dirty Paper Coding (DPC), it is possible to reach a
channel capacity C that is the same even if the known interference s is not present.
This precoding technique can be extended to multi-users broadcast channels so
that the known interference s is the undesired signal designated to other users.

4.1 ZF-DPC Scheme

In [4], the sum capacity of a Gaussian MIMO broadcast channel with two users is
derived and it is shown to be achieved using Dirty Paper Coding (DPC), then a
suboptimal but simpler scheme is proposed for any number of users, the so called
Zero-Forcing - Dirty Paper Coding (ZF-DPC).
This precoding method is based on the LQ-decomposition: the channel matrix H
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of size Nu x Nt can be written as product of 2 matrices.

H =
[
L 0

]
Qt =

[
L 0

] [Q
Qr

]
= LQ (4.3)

where L is lower-triangular of dimension Nu x Nu and Qt is orthonormal. The
matrix Q consists of the first m rows of the matrix Qt.
The received signal by a user i of a general MU-MIMO system is described in 2.3,
that equation can be rewritten as:

yi = hiBixi +
i−1

∑
k=1

hiBkxk︸ ︷︷ ︸
Int(k<i)

+
Nu

∑
k=i+1

hiBkxk︸ ︷︷ ︸
Int(k>i)

+n (4.4)

where Int(k < i) is the interference caused by signals for users with index lower
than i, whereas Int(k > i) is the interference due to signals for users with index
greater than i.
This scheme removes the interference caused by users in two different part imple-
mented at the transmitter side: outer encoder and inner encoder.

FIGURE 4.1: DPC scheme of the outer encoder and the inner encoder
[17]
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4.1.1 Inner Encoder

The scope of the inner encoder is to cancel Int(k > i), this can be done by transmit-
ting x = QHx∗, where x∗ is the signal processed by the outer encoder and x is the
signal transmitted by the antennas.
By appling this precoder, the received vector y is as follows:

y = Hx + n = HQHx∗ + n

The channel matrix can be written as product of 2 matrices because of the LQ-
decomposition, thus:

y = LQQHx∗ + n = Lx∗ + n (4.5)

The matrix L is lower-triangular, hence the signal received by the first user is not
affected by interference; the second user receives its own signal and as additive
noise the signal of the first user. Generically the user k receives as interference the
signal transmitted for users 1 to k− 1, therefore it is possible to completely cancel
Int(k > i) using this precoder. Moreover, this scheme does not increase the power
consumption because Q is orthonormal:

Tr
(

xHx
)
= Tr

(
x∗HQQHx∗

)
= Tr

(
x∗Hx∗

)
(4.6)

Since the energy of the symbols, Es, is considered equal to 1, the achievable rate
with power constraint equal to 1 can be written as:

R =
Nu

∑
i=1

log2

(
1 +

l2
i,i

σ2
w

)
(4.7)

where li,i is the i th diagonal entry of the matrix L.
This expression considers Int(k < i) = 0 (reachable employing the outer encoder),
more in general, in order to maximize the total achievable rate, a power allocation
matrix P is required. Hence, the ZF-DPC precoder is set to B = QHP where P is a
NuxNu diagonal matrix, whose n-th element, Pn,n, represents the power allocated
for the n th user.
Entries of this matrix are the solutions of the sum-rate maximization problem, for-
mulated as:

max
P

∑
i∈Ω

log2

(
1 +

P2
i,il

2
i,i

σ2
w

)
(4.8a)

subject to Tr
(

BHB
)
≤ PT (4.8b)
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the power constraint 4.8b, can be simplified due to the orthonormal property of Q:

Tr
(

BHB
)
= Tr

((
QHP

)H
QHP

)
= Tr

(
PHP

)
≤ PT (4.9)

The power matrix is diagonal, thus:

Tr
(

PHP
)
= ∑

i∈Ω
P2

i,i ≤ PT (4.10)

The solution of this problem is the classical waterfilling result.

Waterfilling

To obtain a simpler expression, the substitution pi = P2
i,i, as in Equation 3.12 is

applied. Thus, the optimization problem can be rewritten as:

max
P

∑
i∈Ω

log2

(
1 +

pil
2
i,i

σ2
w

)
(4.11a)

subject to ∑
i∈Ω

pi ≤ PT (4.11b)

pi ≥ 0 (4.11c)

The solution can be obtained employing the Lagrangian method.
The Lagrangian function is:

L(p i, λ, π) = ∑
i∈Ω

log2

(
1 +

pil
2
i,i

σ2
w

)
− ∑

i∈Ω
λipi − π

(
∑
i∈Ω

pi − PT

)
(4.12)

where the vector λ and the variable π are Lagrangian multipliers. The i-th element
of the vector λ is denoted by λi.
Setting to zero the derivative of the Lagrangian function with respect to pk is nec-
essary to obtain the Lagrangian dual function.

∂L
∂pk

=
1

ln(2)

 1

pk +
σ2

w
l2
k,k

− λk − π = 0

The result of this equation is:

pk =
1

(λk + π) ln(2)
− σ2

w

l2
k,k
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The constraint 4.11c requires the elements of the power matrix to be positive. Hence,
a compact result can be found by forcing it to be positive without the Lagrangian
multiplier λ.

pk =

(
1

ln(2)π
− σ2

w

l2
k,k

)+

(4.13)

where the function ()+ is described as:

x+ = max(0, x)

Considering the ratio of the allocated power over the total available power, the
expression can be written as:

pk
PT

=

(
1

ln(2)πPT
− σ2

w

l2
k,kPT

)+

(4.14a)

=

(
1

γ0
− 1

γk

)+

(4.14b)

This expression is required to be positive, thus if power is allocated for user k, then:
γ0 < γk.
The constant 1

γ0
does not depend on the channel and it sets the "water level". There-

fore, the power allocated for user k can be summarized as:

pk
PT

=

 1
γ0
− 1

γk
if γk > γ0

0 if γk ≤ γ0

(4.15)

This scheme is described in Figure 4.2.

4.1.2 Outer Encoder

To implement the DPC scheme, also Int(k < i) needs to be removed. This proce-
dure can be done with successive coding based on DPC.
By employing the inner encoder, the received signal can be written as function of
the transmitted vector and the elements of the matrix L.
From Equation 3.2 and by exploiting the waterfilling optimal result, the vector re-
ceived by users is:

y = LPx∗ + n (4.16)

Due to the shape of L, the product LP is again a lower-triangular matrix, for clarity
denoted as G:

G = LP (4.17)
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FIGURE 4.2: Optimal power allocation for problem 4.8a: Waterfilling
scheme [10]

Therefore, the received signal of the first user is:

y1 = g1,1x∗1 + n (4.18)

There is not interference caused by other users hence its signal can be directly for-
warded to the inner encoder:

x∗1 = x̃1 (4.19)

where x̃∗ denotes the signal to transmit to the users, as described in Figure 4.1.
The received signal of the second user is given as:

y2 = g2,1x∗1 + g2,2x∗2 + n

= g2,1x̃1 + g2,2x∗2 + n
(4.20)

This signal is corrupted by the interference caused by the first user, to remove it, a
precoded signal x∗2 is computed.
The necessary expression, without interference, is:

y2 = g2,2x̃2 + n
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then,

g2,2x̃2 = g2,1x̃1 + g2,2x∗2ww�
x∗2 = x̃2 −

g2,1

g2,2
x̃1 (4.21)

where the precoded signal x∗2 is composed of the known user signals x̃1 and x̃2.
For a general user k, the received signal is:

yk =
k

∑
i=1

gk,ix∗i + n

= gk,1x∗1 + gk,2x∗2 +
k−1

∑
i=3

gk,ix∗i + gk,kx∗k + n

(4.22)

The required expression for the general user is:

yk = gk,k x̃k + n (4.23)

hence,

gk,k x̃k = gk,1x̃1 + gk,2x∗2 +
k−1

∑
i=3

gk,ix∗i + gk,kx∗k

The final expression of the precoded signal is given as:

x∗k = x̃k −
k−1

∑
i=1

gk,i

gk,k
x∗i (4.24)

where it depends on the precoded signal of the previous users.
The energy of the precoded symbol x∗ is greater than the original one x̃, thus a mod-
ulo operation needs to be applied, for instance the so called Tomlinson-Harashima
precoding.

Tomlinson-Harashima Precoding

Consider a M-ary QAM with a square constellation, the real and imaginary parts
are bounded by [−A, A), with A =

√
M as shown in Figure for the case of A = 4.

[5]
As described in [5], the symmetric modulo operation of a M-ary QAM symbol is
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FIGURE 4.3: Constellation of 16-QAM [5]

defined as:
mod A(x) = x− 2A

⌊
x + A + jA

2A

⌋
(4.25)

This modulo operation can be interpreted as a method to find integer values, m
and r, such that the following inequality is satisfied:

mod A(x) = x + 2A ·m + j2A · r (4.26)

The final precoded symbols are represented as the modular operation of x∗ com-
puted in the previous section (Equation 4.24):

x∗k = mod A

(
x̃k −

k−1

∑
i=1

gk,i

gk,k
x∗i

)
(4.27)

Equation 4.26 leads to the following expression:

x∗k = x̃k −
k−1

∑
i=1

gk,i

gk,k
x∗i + 2A ·mk + j2A · rk (4.28)

For instance, by considering the second user, the precoded signal is:

x∗2 = x̃2 −
g2,1

g2,2
x̃1 + 2A ·m2 + j2A · r2 (4.29)
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Using Equation 4.20, its received signal is:

y2 = g2,1x∗1 + g2,2x∗2 + n

thus,

y2 = g2,1x̃1 + g2,2

(
x̃2 −

g2,1

g2,2
x̃1 + 2A ·m2 + j2A · r2

)
+ n

= g2,2 (x̃2 + 2A ·m2 + j2A · r2) (4.30)

In order to retrieve the original data x̃2, the second user can apply a modular oper-
ation of the scaled version of the received signal:

ỹ2 = mod A

(
y2

g2,2

)
(4.31)

where ỹ2 is the processed signal at the receiver side, estimation of x̃2. If the noise n
is small enough such that this inequality is satisfied:

− A− jA < x̃2 +
n

g2,2
< A + jA (4.32)

the processed signal can be written as:

ỹ2 =
y2

g2,2
− 2A

⌊ y2
g2,2

+ A + jA

2A

⌋
=

y2

g2,2
− 2A(m2 + jr2) + n (4.33)

Employing the following expression:

y2

g2,2
= x̃2 + 2A ·m2 + j2A · r2 +

n
g2,2

(4.34)

the final expression of the processed signal for the second user is:

ỹ2 = x̃2 +
n

g2,2
(4.35)

Other implementations of the outer encoder are based on Lattice precoding as stud-
ied in [8].

4.2 Capacity of Broadcast Channel

A solution to obtain an achievable downlink channel capacity for the case of 2 users
with a single antenna and 2 antennas at the transmitter is described in [5].



36 Chapter 4. Dirty Paper Coding

The received signal by the users can be derived by Equation 2.2:[
y1

y2

]
=

[
h1

h2

] [
x1

x2

]
+

[
n1

n2

]
(4.36)

where h1 and h2 denote the channel vectors between the BS and the users.
xi is the signal transmitted by the i th antenna, whereas x̃i is the signal addressed
to the i th user.
The channel matrix can be LQ-decomposed:[

h1

h2

]
=

[
l1,1 0
l2,1 l2,2

]
︸ ︷︷ ︸

L

[
q1

q2

]
(4.37)

where the matrix L is lower-triangular and the row vectors q1 and q2 are orthonor-
mal:

‖q1‖ = ‖q2‖ = 1

q1 (q2)
H = 0

The values of the decomposition can be obtain through the channel vectors as fol-
lows:

l1,1 = ‖h1‖, q1 =
h1

l1,1

l2,1 = q1 (h2)
H , q2 =

h2 − l2,1q1
l2,2

l2,2 = ‖h2 − l2,1q1‖

The signal can be precoded at the transmitter side, by exploiting the LQ-decomposition,
in order to obtain two interference-free channels:[

x1

x2

]
= QH

[
x̃1

x̃2 −
l2,1
l2,2

x̃1

]
(4.38)

where

Q =

[
q1

q2

]



4.2. Capacity of Broadcast Channel 37

Transmitting the precoded vector x, the signals received by users is given by Equa-
tion 2.2:

y = Hx + n

=

[
l1,1 0
l2,1 l2,2

] [
q1

q2

]
QH

[
x̃1

x̃2 −
l2,1
l2,2

x̃1

]
+ n

=

[
l1,1 0
l2,1 l2,2

] [
q1

q2

] [
q∗1 q∗2

] [ x̃1

x̃2 −
l2,1
l2,2

x̃1

]
+ n

Due to the orthogonal property of matrix Q, this expression can be simplified:

y = Hx + n

=

[
l1,1 0
l2,1 l2,2

] [
x̃1

x̃2 −
l2,1
l2,2

x̃1

]
+ n

=

[
l1,1x̃1

l2,2x̃2

]
+ n

=

[
‖h1‖x̃1

‖h2 − l2,1q1‖x̃2

]
+ n (4.39)

Processing of the signals allows users to be not affected by inter-users’ interference.
They receive only a scaled version of their own signal with additive white Gaus-
sian noise (AWGN).
The total available power PT is split into αPT and (1− α)PT for the different anten-
nas:

E
(
‖x1‖2

)
= E

(
‖x̃1‖2

)
= αPT

E
(
‖x2‖2

)
= E

(
‖x̃2 −

l2,1

l2,2
x̃1‖2

)
= (1− α)PT

The capacity of the first user is given as:

R1 = log2

(
1 + ‖h1‖2 αPT

σ2
w

)
whereas the capacity of the second user is:

R2 = log2

(
1 + ‖h2 − l2,1q1‖2 (1− α)PT

σ2
w

)
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The maximum total achievable rate of this system is found in [4]:
log2(1 + ‖h1‖2PT) if PT ≤ P?

log2

(
(PT det(HHH)+Tr(HHH))

2−4‖h2hH
1 ‖2

4 det(HHH)

)
if P > P?

(4.40)

where, without loss of generality, the fact that ‖h1‖ ≥ ‖h2‖ is assumed. The con-
stant P∗ depends on the channel matrix and it is defined as:

P∗ =
‖h1‖2 − ‖h2‖2

det(HHH)

For the case of two users, Caire and Shamai [4] showed that Dirty Paper Coding is
optimal in achieving the sum capacity, by demonstrating that the achievable rate
meets the Sato’s upper bound [22], which is the capacity of a point-to-point channel
where the receivers in the downlink can cooperate as a single user with multiple
antennas.

FIGURE 4.4: The four channels, multiple access, broadcast, and their
corresponding point-to-point channels, depicted along with the rela-

tionship between their capacities. [25]

By exploiting the uplink-downlink duality described in Figure 4.1, thus between
Gaussian multiple-access channels (MACs) and Gaussian broadcast channels (BCs)
studied in [13] and [25], it has been proved that the capacity regions of the BC and
the MAC with the same channel gains (i.e., the channel gain of receiver in the BC
equals the channel gain of transmitter in the MAC) and the same noise power at
every receiver are closely related.
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Thus, it is possible to find the capacity region of the BC if the capacity region of
only the MAC is known.
Using this property, in [25] the optimality of DPC is generalized for an arbitrary
number of users.

4.3 MU-DPC Algorithm

As studied for Zero-Forcing in 3.2.2, in this section an algorithm based on DPC to
solve the optimization problem for multi-user selection is described.
In [24] a greedy algorithm for the selection of Nt users out of Nu is proposed.
The initialization is as in 3.2.2, where the first selected user is the one such that:

s1 = argmax
i∈Ψ

hih
H
i (4.41)

Then, it follows an iterative procedure in which the user that maximizes the rate is
added to the set.
It projects all the channel vectors of the non-selected users onto the orthogonal
complement of the subspace spanned by the channels of the selected users (Ω).
At each iteration, the selected user is one that has the greatest 2-norm of its projec-
tion.
This algorithm is outlined as follows:

Initialization:

• Set n=1

• Find the first selected user, s1, such that:

s1 = argmax
i∈Ψ

hih
H
i

• Set Ω1 = {s1}

Iterative step:

While n < Nt

• Increase n by 1

• Compute the projector matrix:

P⊥n = INt −H(Ωn−1)
H
(

H(Ωn−1)H(Ωn−1)
H
)−1

H(Ωn−1) (4.42)
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• Find the n-th selected user, sn, such that:

sn = arg max
i∈Ψ\Ωn−1

hiP⊥n hH
i (4.43)

• Set Ωn = Ωn−1 ∪ {sn}

where H(Ωn−1) is the channel matrix of the set Ωn−1, namely the selected users at
the end of the n− 1 iteration:

H(Ωn−1) =
[
hH

s1
hH

s2
. . . hH

sn−1

]H
(4.44)

At the last iteration, the algorithm selects the Nt-th user for the transmission hence
the final channel matrix is H(ΩNt).
The next step is to set the digital beamformer of the inner encoder.
From 4.16, the matrices L and Q are obtained through the LQ-decomposition of
H(ΩNt).
The inner precoder is:

B = QHP (4.45)

To maximize the total achievable rate, the elements of the power matrix P are com-
puted by employing the waterfilling algorithm described in 4.1.1.
The last step is to set the outer encoder because it depends on the interference ob-
served by the users, that is a function of the elements of the matrix LP = G, as
shown in 4.1.2.
As proved in [7], this algorithm has significantly lower computational complex-
ity than the sum power iterative water-filling algorithm if the number of available
users is greater than the number of antennas of the transmitter.

4.4 Comparison between MU-DPC and MU-ZF

In this section, the results of simulations to compare Zero-Forcing (ZF) and Dirty
Paper Coding (DPC) algorithms for users’ scheduling are shown.
In Figure 4.5 and 4.6, three algorithms are compared: ZF with uniform power al-
location described in 3.2.3, Greedy ZF-DPC (gZF-DPC) studied in 4.3 and ZF-DPC
that is the sum power iterative waterfilling algorithm, analogous to 3.2.2 but em-
ploying DPC.
As shown in these plots, the total sum-rate achieved by Greedy ZF-DPC (gZF-DPC)
is overlaid with that of the sum power iterative waterfilling algorithm (ZF-DPC),
hence it means that they share the same performances in terms of total rate.
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The difference is in the total number of selected users, gZF-DPC has a fixed nuber
of selected users that is equal to the number of antennas, whereas ZF-DPC stops
when by adding another user to the set, the total rate is not increased; thus ZF-DPC
selects the smallest set of users capable of achieving that rate.
This means that more users (the maximum number of users) are involved in the
transmission with gZF-DPC, thus the average single rate is lower than the average
single rate of ZF-DPC, due to the difference in the total number of selected users;
however, the scope of this algorithm is to maximize the total sum rate and, for this
condition, both obtain the same result.
The computational complexity of ZF-DPC is much greater than gZF-DPC but the
total achievable rate is very similar, thus in the next simulations only gZF-DPC and
ZF are compared.
Also in different conditions, ZF-DPC is expected to obtain the same rate of gZF-
DPC with a lower number of selected users.
In the simulation of Figure 4.5 and 4.6, the number of available users is equal to
the number of antennas (64), hence in gZF-DPC all the users are selected for the
transmission, however, even in this case, the same procedure is required because
different ordering of users’ selection leads to different result.
In Figure 4.7 and 4.8 the number of available users is 100, whereas in Figure 4.9 and
4.10, 1000 users are available for the transmission.
It is shown that DPC achieves a greater rate than ZF and this gap is more signifi-
cant when the ratio PT

σ2
w

is higher. By increasing the number of users, the total rate
is greater and ZF selects more of them. This is due to the fact that with a higher
cardinality of the users set is more likely to have more users with a good channel.
However, with more users both DPC and ZF obtain a constant gain of the capacity,
thus the difference in the total achievable rate between these two methods does not
depend on the number of available users.
In Figure 4.11 and 4.12 a ULA with 32 active elements is used. This difference leads
to a lower number of selected users and a strong reduction in the total achievable
rate for both ZF and DPC.
Nevertheless, especially at high-SNR, the loss of the total rate is higher for DPC,
hence the advantage of this method over ZF is more substantial when more anten-
nas are exploited and in high-SNR condition.
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FIGURE 4.5: Comparison of the total achievable rate between DPC
and ZF (64 available users and 64 antennas)
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FIGURE 4.6: Comparison of number of selected users between DPC
and ZF (64 available users and 64 antennas)
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FIGURE 4.7: Comparison of the total achievable rate between DPC
and ZF (100 available users and 64 antennas)
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FIGURE 4.8: Comparison of number of selected users between DPC
and ZF (100 available users and 64 antennas)
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FIGURE 4.9: Comparison of the total achievable rate between DPC
and ZF (1000 available users and 64 antennas)
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FIGURE 4.10: Comparison of number of selected users between DPC
and ZF (1000 available users and 64 antennas)
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FIGURE 4.11: Comparison of the total achievable rate between DPC
and ZF (100 available users and 32 antennas)
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FIGURE 4.12: Comparison of number of selected users between DPC
and ZF (100 available users and 32 antennas)
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Chapter 5

Hybrid Beamforming

To deal with the fast-increasing demand of higher data rate and low latency, the
carrier frequency need to be increased in order to expand the bandwidth available
for the transmissions. This is the reason why next generation of wireless networks
will adopt mmWave frequency.
As described in 2.2, the propagation of signals at higher frequency leads to worse
performance due to the frequency-dependence of the path loss term and more sig-
nificant loss of energy caused by various phenomena of wave’s propagation (re-
flection, scattering, ...).
An advantage of mmWave is that the shorter wavelength enables more antennas
to be packed in the same space, which allows high-directional transmissions, nec-
essary to overcome the problem of worse physical propagation.
There are three basic architectures: analog beamforming, digital beamforming and
hybrid beamforming.

5.1 Analog Beamforming

This system is implemented by a phased array with only one RF chain driven by a
digital-to-analog converter (DAC), as shown in Figure 5.1.
Employing analog beamforming, the same signal is fed to each antenna and analog
phase-shifters are used to steer the signal emitted by the array.
The phase shifter weights are adaptively adjusted using digital signal processing
to steer the beam in order, for instance, to maximize the total achievable rate. [12]
The resulting beam consists of constructive and destructive interference based on
the direction.
RF phase shifters can be either active or passive: the former category introduces
performance degradation due to phase-shifter loss, noise and non-linearity, whereas
the latter category has a lower consumption without non-linear distortion, never-
theless it occupies a larger area. [12]
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FIGURE 5.1: Analog Beamforming architecture [3]

Analog Beamforming cannot be used for Multi-User MIMO systems, because hav-
ing only one RF chain, it only supports single-stream transmission.

5.2 Digital Beamforming

In Digital Beamfoming the number of RF chains is equal to the number of anten-
nas.
As shown in Figure 5.2, each antenna is connected to its own RF chain and DAC;
in this way independent signals can be transmitted to different users.
This precoding scheme is the optimal solution for the scheduling problem, studied
with the Algorithms 4.3 and 3.2.2, this is due to its higher flexibility in terms of
signal processing.
Nevertheless, using a conventional fully Digital Beamforming is not viable in prac-
tice: many hardware components would be needed, including signal mixers, analog-
to-digital/digital-to-analog converters (ADCs/DACs), and power amplifiers.
These devices would have to be packed behind each antenna, and all the antenna
elements are placed very closed to each other to avoid grating lobes; hence it is a
problem due to the space limitation. [12]
Thus, having one RF chain for each antenna element means prohibitive cost and
power consumption.
Indeed, the increase of energy consumption in wireless communication systems
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FIGURE 5.2: Digital Beamforming architecture [3]

causes an increase of CO2 emission indirectly, which currently is considered as a
major threat for the environment. [26]

5.3 Hybrid Beamforming

Hybrid Analog and Digital Beamforming limits the number of RF chains and DAC,
reducing energy consumption and system design complexity.
It employs a combination of analog beamformer in the RF domain and digital
beamformer in the baseband domain. That leads to fewer RF chains compared
to the number of active elements as shown in Figure 5.3.
Compared with analog beamforming, hybrid beamforming supports multistream
transmission with spatial multiplexing because it has not only one RF chain, thus
this architecture can be exploited to solve the scheduling problem of a MU-MIMO
system.
The target is to optimally design both digital and analog precoders, to solve the
scheduling of users.
The system is described by Nu selected users, Nt antennas and the number of RF
chains is denoted as NRF

t .
The final beamformer can be written as product of the digital precoder FBB and the
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FIGURE 5.3: Hybrid Beamforming architecture [3]

analog precoder FRF:
B = FRFFBB (5.1)

where FBB is a matrix of size NRF
t x Nu and FRF is a matrix of size NtxNRF

t .
The number of RF chains is a steady feature of the system since it counts the num-
ber of independent hardware blocks to up-convert the processed signals to the car-
rier frequency.
Thus, once the system is defined, the dimensions of the matrices FRF and FBB are
fixed.
Moreover, since the analog precoder is implemented using analog phase shifters,
all its elements have equal norm.
Starting from the digital precoder, denoted as Fopt because it is the optimal solu-
tion for the MU-MIMO system, its closer hybrid beamformer can be obtained by
solving the following problem:(

Fopt
RF , Fopt

BB

)
= argmin ‖Fopt − FRFFBB‖F (5.2a)

subject to FRF ∈ FRF (5.2b)

where FRF is the set of feasible RF precoders, based on phase shifters, and ‖ · ‖F

denotes the Frobenius norm.
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The number of RF chains NRF
t sets a limitation in the maximum number of users

for the transmission, indeed it is necessary that NRF
t is greater than or equal to the

number of users:
NRF

t ≥ Nu (5.3)

Proof. Due to the dimensions of the analog and digital precoder, these inequalities
can written: rank(FRFFBB) ≤ NRF

t and rank
(
Fopt

)
= Nu.

Therefore, hybrid beamforming structure requires at least NRF
t ≥ Nu RF chains to

implement the precoder.

The complex non-convex nature of the feasible set FRF makes impossible to
solve the problem 5.2 in closed form.
In [2] a near-optimal solution is proposed, exploiting Orthogonal Matching Pur-
suit.
This method requires a set of possible feasible vectors and selects the vector along
which the optimal precoder Fopt has the maximum projection as column of FRF.
To obtain the digital precoder, this algorithm solves the least-squares (LS) problem
that minimizes the norm of the error and then computes the residual as the differ-
ence between the optimal matrix and its result.
It iteratively proceeds by seeking the vector of the set along which the residual has
the largest projection and then updates the residual matrix.
The process continues until all the columns of FRF are selected.
The precoder studied in [2] is based on the singular value decomposition of the
channel.
It is shown that the columns of this precoder are related to the array response vec-
tors aT(θT) through a linear combination.
Since aT(θT) are constant-magnitude vectors, they can be applied at RF using ana-
log phase shifter.
Therefore, the transmitter selects NRF

t vectors of aT(θT) via the RF precoder, and
form arbitrary linear combinations of them using the digital precoder FBB.
Due to this property, the initial set in [2] is a matrix of array response vectors aT(θT).
However, this method cannot be applied to DPC because its precoder is not a linear
combination of the array response vectors.
Besides, the precoder does not show sparsity property, thus it does not seem pos-
sible to obtain a set of vectors for the analog beamformer in order to employ Or-
thogonal Matching Pursuit.
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Given the set of selected users Ω, the complete problem to design the Hybrid Beam-
former is as follows:

max
FRFFBB

∑
i∈Ω

log2

(
1 +

hi (FRFFBB)i (hi (FRFFBB)i)
H Es

∑k∈Ω,k 6=i hi (FRFFBB)k (hi (FRFFBB)k)
H + σ2

w

)
(5.4a)

subject to Tr((FRFFBB) (FRFFBB)
H) ≤ PT, (5.4b)

‖FRF(l, m)‖ = 1 ∀l, ∀m (5.4c)

The constant-magnitude phase shifter constraint 5.4c makes the sum-rate maxi-
mization problem nonconvex and NP-hard, thus it is hard to find a globally opti-
mal solution.
In [14], a different approach to obtain an approximated solution is proposed.
In the first step, the analog precoder is computer with fixed FBB. This problem
is still nonconvex because of the constraint 5.4c, nevertheless a low complexity is
proposed to find a sub-optimal solution of this problem.
In the second step, the digital precoder is computed. With the analog precoder
obtained in the previous step, the effective channel matrix becomes:

He f f = HFRF (5.5)

Hence, the optimization problem for the digital precoder is:

max
FBB

∑
i∈Ω

log2

1 +
he f f i

FBBi

(
he f f i

FBBi

)H

∑k∈Ω,k 6=i he f f i
FBBk

(
he f f i

FBBk

)H
+ σ2

w

 (5.6a)

subject to Tr((FRFFBB) (FRFFBB)
H) ≤ PT (5.6b)

This problem is akin to those studied in the previous chapters using ZF and DPC,
with an effective channel matrix instead of the original one.

5.3.1 Analog Precoder Design

The algorithm proposed in [14] consists of two phases, namely, the initialization
phase and the stream section phase.
In the initialization phase, a sub-optimal solution for the first Nu RF chains is ob-
tained, whereas in the last phase the additional RF chains are allocated.
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Initialization Phase

The downlink-uplink duality is exploited to develop this low-complexity algo-
rithm.
The digital beamformer is set to the identity matrix: FBB = I.
For simplicity, equal power allocation is applied:

γ =
Pt

NRF
t

(5.7)

thus, in the uplink system, the received signal of user k is equal to:

yUL
k = FH

RF,k

(
γ

Nu

∑
i=1

hH
i xUL

i + nUL

)
(5.8)

where xUL
i is the transmit signal of user i.

Therefore, the SINR of user k in the uplink system, is given as:

SINRUL
k =

Tr
(

FH
RF,kGkFRF,k

)
Tr
(

FH
RF,kQkFRF,k

) (5.9)

where Gk = γ2hH
k hk and Qk = ∑Nu

i=1,i 6=k γ2hH
i hi + σ2

wI.
The sum-rate maximization problem can be described as the maximization of the
SINR for each user:

max
FRF,k

SINRUL
k (5.10a)

subject to ‖FRF,k(l, m)‖ = 1 ∀l, ∀m (5.10b)

This problem is still nonconvex due to the constant-magnitude constraint.
To solve it, in [14] the unconstrained problem is consider to obtain a preliminary
precoder, F̃RF,k.
The result obtained in [14] is to compute the generalized eigenvalues of Gk and Qk.
The generalized eigenvector corresponding to the largest generalized eigenvalue is
the preliminary solution for the user:

F̃RF,k = eig(Gk, Qk) (5.11)

The globally optimal unconstrained precoder is expressed as:

F̃RF =
[
F̃RF,1 . . . F̃RF,Nu

]
(5.12)
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A general solution, for the case of multi-stream required by users, is to use the
eigenvector associated to the d-th largest generalized eigenvalue for the d-th stream
of each user. In this case, the total number of RF chains allocated in this phase is
equal to the total number of streams: assume that each user requests D streams, at
each transmission the base station transmits Ns = NuD data streams to all users.
The final step of this phase is to obtain the solution of the constrained problem,
adding 5.10b.
It is described as the projection of F̃RF onto the feasible region, thus it can be found
by solving the following optimization problem:

F̂RF = argmin
FRF

‖F̃RF − FRF‖2
F (5.13a)

subject to ‖FRF(l, m)‖ = 1 ∀l, ∀m (5.13b)

The globally optimal solution studied in [14] is:

F̂RF = ejarg(F̃RF) (5.14)

where arg(·) is the element-wise argument operator.

Stream Selection Phase

This phase is necessary when the total number of users is not equal to the number
of RF chains, therefore employing the first phase is not possible to obtain the whole
analog precoder, since NRF

t − Nu RF chains are not allocated.
The generalized eigenvalue of each user can be written as:

λk =

(
F̃RF,k

)H GkF̃RF,k(
F̃RF,k

)H QkF̃RF,k

(5.15)

it describes the maximum SINR that can be achieved by user k. Using the projection
of F̃RF onto the feasible region, a SINR loss is introduced.
For user k, it is denoted as ∆λk:

∆λk = λk −
(
F̂RF,k

)H GkF̂RF,k(
F̂RF,k

)H QkF̂RF,k

(5.16)

In this phase, this algorithm allocated the additional NRF
t − Nu RF chains to the

users corresponding to the highest loss ∆λk.
As described in [16], a complex number c = ρejα with 0 ≤ ρ ≤ 2 can be expressed
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as sum of two complex number with unitary magnitude:

c = ejθ + ejφ (5.17)

where,

θ = α + cos−1
(ρ

2

)
(5.18)

φ = α− cos−1
(ρ

2

)
(5.19)

When ρ > 2, this decomposition can still be applied by introducing a normalization
factor.
Thus, the unconstrained precoder can be decomposed into the sum of two analog
beams satisfying the constant magnitude constraint.
Using this procedure other NRF

t − Nu RF chains can be allocated.

5.4 Scheduling MU-DPC Hybrid

The base station receives, as feedback from the users, the channel vector of all the
available users for the transmission.
The whole algorithm to obtain the precoder for the transmission consists of 4 steps,
namely the users’ selection, the design of the analog precoder, the inner precoder
and, as last phase, the outer precoder.

5.4.1 Users’ selection

The objective of the first step is to select a subset of users Ω to maximize the total
rate of the downlink transmission.
If the number of available users is greater than the number of RF chains, the maxi-
mum number of selected users is equal to the number of RF chains using the opti-
mal digital precoder based on DPC.
The greedy algorithm, for this purpose, is described in 4.3, but with a stronger lim-
itation in the number of users for the selected set.
Otherwise, if the number of available users is lower than the number of RF chains,
the procedure follows a sum power iterative waterfilling algorithm, analogous to
3.2.2 but employing DPC.
Although the computational complexity is much higher, the number of iterations
is limited to the number of available users (lower than the number of RF chains),
hence it is acceptable.
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The total achievable rate of these algorithms is the same, as described in 4.4.
Starting from the complete channel matrix with a set of users Ψ, employing this
algorithm, the subset Ω and the channel matrix H of these users are obtained.

5.4.2 Analog Precoder Design

The analog precoder implemented for hybrid beamforming is described in the Ini-
tialization Phase of 5.3.1. If the number of available users is greater than the num-
ber of RF chains, the stream selection phase is not required because the number of
users selected is equal to the number of RF chains.
The analog precoder is implemented using phase shifter, whose values are given
by the matrix FRF.

5.4.3 Inner Precoder Design

With the analog precoder FRF, obtained in the previous step, it is possible to define
an effective channel matrix:

He f f = HFRF

Then, the LQ-decomposition is applied:

He f f = LQ

The inner precoder is set to: B = QHP. To get the entries of the diagonal matrix P,
the waterfilling algorithm described in 4.1.1 is employed.
This algorithm needs to take into account the difference in the total available power
introduced by the analog precoder FRF, the power constraint is:

Tr((FRFFBB) (FRFFBB)
H) ≤ PT (5.20)

that can be written as:

Tr((FRFFBB) (FRFFBB)
H) = Tr((FRFFBB)

H(FRFFBB))
∗

= Tr(FH
BBFH

RFFRFFBB)
∗

= Tr(PHQFH
RFFRFQHP) ≤ PT

As described in Chapter 3, this trace depends only on the diagonal elements of
QFH

RFFRFQH, because the power matrix P is diagonal.
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These diagonal entries are used as multiplicative factor in the power constraint of
the waterfilling procedure.

5.4.4 Outer Precoder Design

The outer encoder is implemented through a successive coding process based on
DPC.
A complete description of the interference observed by users can be written as
function of the elements of the matrices L and P computed in the previous step.
As described in 4.1.2, this procedure allows Int(k < i) to be removed.

5.5 MATLAB Code

The MATLAB code of the users’ selection algorithm described in 5.4 is shown be-
low.

1 %% Initialization of the variables

2

3 N_users = 100; % Number of available users

4 N_antennas = 64; % Number of antennas at the transmitter

5 Power = 1; % Available power of the transmitter

6 Es = 1; % Energy of the symbols

7 Np = 10; % Number of paths (scatterers)

8 Sigma_w2 = 1; % Variance of the noise

9 Nt_RF = 12; % Number of RF chains

10

11 %% Channel matrix initialization

12

13 [H,steering_vector] = Channel_model ([N_users ,N_antennas],Np,'ULA');

14

15 %% Users ' selection

16

17 [H_best ,~] = greedy_DPC(H,Nt_RF ,Power ,Es ,Sigma_w2);

18 Users = size(H_best ,1);

19

20 %% Analog Precoder Design

21

22 % Hybrid beamforming

23 V_RF = Analog_Precoder(H_best ,Nt_RF , Users ,N_antennas ,Sigma_w2);

24

25 % Effective channel

26 H_best_eff = H_best*V_RF;

27
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28 % Inner precoder design

29 [Q,P,Capacity] = DPC2(H_best_eff , Power , Es , Sigma_w2 ,V_RF);

30

31 %% Results

32

33 disp(['This algorithm based on DPC selects ',num2str(Users),' users

and the achieved total rate is',num2str(Capacity)]);

34

35

36 %% Channel Model function

37

38 % This function returns the channel matrix H

39

40 function [H,array_steering_vector_tx] = Channel_model(size ,Np ,type)

41

42 % size is a vector that consists of the size of the channel matrix:

size (1) is the number of users and size (2) is the number of

antennas of the base station. Np denotes the number of scatterers

. The type of the antenna can be either ULA or UPA.

43

44 path_loss = 1;

45 H = zeros(size);

46 N = size (2);

47

48 % ULA case

49 if isequal(type ,'ULA')

50 for i=1: size (1)

51

52 % randomly select the angle of departure

53 phi = rand(Np ,1) .*2*pi;

54

55 % define the normalized spatial angle

56 nsa = sin(phi)/2;

57 array_steering_vector_tx = 1/sqrt(N).*exp(1j*2*pi*nsa *(0:(N

-1)))';

58 channel_coeff = sqrt(N/(Np*path_loss)).*( randn(Np ,1)+1j*randn

(Np ,1)).*( sqrt (2) /2);

59 H(i,:) = array_steering_vector_tx*channel_coeff;

60 end

61 end

62

63 %UPA case

64 if isequal(type ,'UPA')

65 array_steering_vector_tx = zeros(N,Np);

66 N=sqrt(N);

67 for i=1: size (1)



5.5. MATLAB Code 59

68 for j=1:Np

69 % randomly select the angles of departure

70 phi = rand (1) .*2*pi;

71 theta = rand (1).*pi - pi/2;

72 ni = pi*sin(phi).*sin(theta);

73 mu = pi*cos(phi).*sin(theta);

74 array_row = exp(1j*mu.*(0:N-1));

75 array_col = exp(1j*ni.*(0:N-1));

76 matrix_steering = array_row '* array_col;

77 array_steering_vector_tx (:,j) = (1/N).* reshape(

matrix_steering .',1,[]);

78 end

79 channel_coeff = (N/sqrt((Np*path_loss))).*( randn(Np ,1)+1j*

randn(Np ,1)).*( sqrt (2) /2);

80 H(i,:) = array_steering_vector_tx*channel_coeff;

81 end

82 end

83

84 % approximate the channel matrix

85 H=floor(H*100) /100;

86 end

87

88 %% Algorithm for the users ' selection

89

90 % This function obtains the sub optimal set of users H_best in order

to maximize the total achievable rate. max_users is the maximum

number of users that can be selected , using hybrid beamforming

this value is equal to the number of RF chains.

91

92 function [H_best ,C] = greedy_DPC(H,max_users ,Power ,Es,Sigma_w2)

93 N = size(H,2);

94 R = diag(H*H');

95 [~,I] = max(R);

96 H_best = H(I,:);

97 n = 1;

98 while n<max_users

99 n=n+1;

100 P = eye(N) - H_best '*inv(H_best*H_best ')*H_best;

101 R = diag(H*P*H');

102 [~,I] = max(R);

103 H_best = [H_best;H(I,:)];

104 end

105

106 % H_best is the optimal channel matrix , selected during the first

phase of the algorithm

107
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108 % To obtain the optimal precoder , waterfilling is used

109 [L,~] = LQ(H_best);

110 L_diag = diag(L);

111 B = modified_waterfilling(L_diag ,Power);

112

113 % Evaluate the Capacity

114 C = sum((log2 (1+( L_diag .^2.*B)*Es/Sigma_w2)));

115 end

116

117 %% Analog Precoder Design

118

119 % Algorithm for the design of the analog precoder V_RF as described

in 5.3.1. This algorithm is proposed in [14].

120

121 function [V_RF] = Analog_Precoder(H,Nt_RF ,N_selected_users ,N_antennas

,Sigma_w2)

122

123 % First we design an analog precoder for the first N_selected_users

RF chains

124

125 gamma = 1/80;

126 Gk = zeros(N_antennas ,N_antennas ,N_selected_users);

127 Qk = zeros(N_antennas ,N_antennas);

128 for i = 1: N_selected_users

129 Qk = Qk + gamma .*H(i,:) '*H(i,:);

130 end

131 Qk = Qk + eye(N_antennas).* Sigma_w2;

132 Qk = repmat(Qk , 1, 1, N_selected_users);

133 for i = 1: N_selected_users

134 Gk(:,:,i) = gamma.*H(i,:) '*H(i,:);

135 Qk(:,:,i) = Qk(:,:,i) - Gk(:,:,i);

136 end

137

138 V_tilda_RF = zeros(N_antennas ,N_selected_users);

139 eigen = zeros(N_selected_users ,1);

140 for j = 1: N_selected_users

141 [V,D] = eig(Gk(:,:,j),Qk(:,:,j));

142 [a,I] = max(diag(D));

143 eigen(j) = a;

144 V_tilda_RF (:,j) = V(:,I);

145 end

146 V_RF =exp(1j*angle(V_tilda_RF));

147

148 % Now we allocate more Nt_RF - N_selected_users RF chains , if

necessary.

149 if Nt_RF ~= N_selected_users
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150 delta_eigenvalues = zeros(size(eigen));

151 for j = 1: N_selected_users

152 delta_eigenvalues(j) = eigen(j)-(V_RF (:,1) '*Gk(:,:,1)*V_RF

(:,1))/(V_RF (:,1) '*Qk(:,:,1)*V_RF (:,1));

153 end

154 V_RF = [V_RF ,zeros(N_antennas ,Nt_RF -N_selected_users)];

155 [~,I] = sort(delta_eigenvalues);

156 I = I(1:Nt_RF -N_selected_users);

157 for i = 1:size(I,1)

158 d = I(i);

159 module = abs(V_tilda_RF (:,d));

160 phase = angle(V_tilda_RF (:,d));

161 theta = phase + acos(module ./2);

162 phi = phase - acos(module ./2);

163 V_RF(:,d) = exp(1j*theta);

164 V_RF(:, N_selected_users + i) = exp(1j*phi);

165 end

166 end

167 end

168

169 %% DPC Algorithm

170

171 % Algorithm to compute the digital precoder based on DPC.

172

173 function [Q,P,C]=DPC2(H, Power_constraint , Es, Sigma_w2 ,V_RF )

174

175 % Compute the LQ decomposition of the channel matrix H

176 [L,Q] = LQ(H);

177 L_diag = diag(L);

178 power_diag = real(diag(Q*(V_RF ')*V_RF*Q'));

179

180 %Waterfilling is used to obtain the optimal power matrix P

181 P = modified_waterfilling(L_diag ,Power_constraint ,power_diag);

182

183 % Compute the capacity

184 C = sum((log2 (1+( L_diag .^2.*B)*Es/Sigma_w2)));

185 end

186

187 %% Waterfilling ALgorithm

188

189 % Algorithm to obtain the optimal power distribution among the

different antennas.

190

191 function [Pn_opt2] = modified_waterfilling(varargin)

192 switch nargin

193
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194 case 2

195 % Case of standard waterfilling , solution of the digital

beamforming optimization problem.

196

197 SNR_0 = varargin {1};

198 P_total = varargin {2};

199 options = optimset('Display ','off');

200 fun = @(Pn_opt) -sum(log2 (1+ Pn_opt .*( SNR_0 .^2)));

201 x = ones(size(SNR_0))*P_total/size(SNR_0 ,1);

202 Pn_opt2 = fmincon(fun ,x,ones(size(x')),P_total ,[],[], zeros(

size(x)) ,[],[], options);

203

204 case 3

205 % Case in which the power constraint consists of the scalar

product between the power vector and P_diag , solution of the

hybrid beamforming optimization problem

206

207 SNR_0 = varargin {1};

208 P_total = varargin {2};

209 P_diag = varargin {3};

210 options = optimset('Display ','off');

211 fun = @(Pn_opt) -sum(log2 (1+ Pn_opt .*( SNR_0 .^2)));

212 x = ones(size(SNR_0))*P_total/size(SNR_0 ,1);

213 Pn_opt2 = fmincon(fun ,x,P_diag ',P_total ,[],[], zeros(size(x))

,[],[], options);

214 end

215 end

216

217

218 %% LQ decomposition

219

220 % Given that the matrix H has size NxM , this decomposition allows the

output matrices to have sizes NxN and NxM respectively. N has to

be smaller than M. H = r*q

221

222 function [r,q]=LQ(H)

223 N=size(H,1);

224 H=H';

225 [q,r]=qr(H);

226 q=q';

227 r=r';

228 r=r(:,1:N);

229 q=q(1:N,:);

230 end
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Chapter 6

Results and Simulations

In this chapter various results are shown, the studied parameters consist of the total
achievable rate of the downlink transmission and the number of selected users, in
different simulations.
The comparison is between the algorithm described in 5.4 based on DPC and an
analogous one based on ZF.

6.1 Comparison among different channels

The first simulation, described in Figure 6.1 and 6.2, is among different distribu-
tions of users using a ULA. This kind of antenna enables 2D beamforming, indeed
the array steering vector only depends on the angle of arrival θT.
For each user 10 scatterers arrive from different directions and define the channel
vector.
The distribution of users is modified by varying the range of the angle of departure,
assumed to be uniformly distributed:

Channel 1 −→ θT ∼ U (0, 2π)

Channel 2 −→ θT ∼ U (0, π)

Channel 3 −→ θT ∼ U
(

0,
π

2

)
Employing the same channel, the algorithm based on DPC shows a higher total
rate than that based on ZF.
The worst scenario, for this scheme, is represented by channel 3, when the range of
the angle of departure is tighter.
In this condition, however, the loss of ZF compared to the best-case scenario (chan-
nel 1) is higher than the same comparison of DPC.
Thus, the gap of the total rate between the algorithms is more relevant when the
paths are not uniformly distributed over 2π.
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This condition represents a more practical scenario, where the angles of departure
can be close to each other, because of the environment, also for different users.
This property is shown in 6.3 as well, where a UPA is utilized.
The smaller antenna size, exploiting both dimensions, and the 3D beamforming
are the main advantages of this kind of antenna, however the total achievable rate
is comparable.
Also in this simulation, 3 different scenarios are studied:

Channel 1 −→ θT ∼ U (0, 2π), φT ∼ U
(
−π

2
,

π

2

)
Channel 2 −→ θT ∼ U (0, π), φT ∼ U

(
−π

2
,

π

2

)
Channel 3 −→ θT ∼ U

(
0,

π

2

)
, φT ∼ U

(
−π

2
,−π

4

)
where θT is the azimuth angle of departure and φT is the elevation angle of depar-
ture.
When the ratio PT

σ2
w

is equal to 9.54dB, with Channel 1 the total rate of DPC is

63.8 bits/s
Hz and the total rate of ZF is 62.2 bits/s

Hz , leading to a difference of 1.6 bits/s
Hz .

Whereas with Channel 3 the total rate of DPC is 58.2 bits/s
Hz and that of ZF is 51.5 bits/s

Hz ,
thus the gap is 6.7 bits/s

Hz .
As shown in Figure 6.1 for ULA, in Figure 6.3 DPC achieves a much higher total
rate than ZF when the paths are not uniformly distributed over 360◦.
In these simulations, the number of available users is 100 and the antenna consists
of 64 active elements.
16 RF chains are employed in the hybrid architecture, indeed this is the maximum
number of selected users as shown in Figure 6.2 and 6.4.

6.2 Comparison among different numbers of RF chains

A comparison of the performance among hybrid beamforming architectures based
on DPC with a different number of RF chains is shown in Figure 6.5.
Increasing the number of RF chains leads to higher total rate, more users can be
scheduled for the transmission, whereas the drawback is the larger number of
hardware components and power consumption.
Hybrid beamforming structure limits the number of RF chains still supporting mul-
tistream transmission.
The total rate achieved by HB-DPC with 20 RF chains is close to the rate of fully
digital structure using ZF, especially at low SNR. As shown in Figure 6.6, more
users are scheduled with 20 RF chains than DB-ZF when PT

σ2
w

is below −5dB.
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In Figure 6.7, the comparison is between DPC and ZF with different number of RF
chains, the distribution used for this simulation is Channel 1 of a ULA, thus with
the lowest gap between the total rate of the algorithms.
The result provided in this simulation is that, using the same channel, the advan-
tage of DPC is more relevant if an higher number of RF chains is employed.

6.3 Comparison between HB and fully DB

The last comparison is among systems of the same hardware complexity: hybrid
beamformers with NRF

t RF chains and fully digital precoders with only NRF
t anten-

nas for both DPC and ZF. In these simulations the considered channel is Channel 1
of a ULA with 64 antennas.
The hardware complexity is the same because in both architectures the number
of signal mixers, ADCs and power amplifiers is equal to NRF

t . The fully digital
scheme directly connects an antenna to one RF chain, whereas in the hybrid beam-
forming a network of phase shifter is attached to increase the number of employed
antenna, nevertheless this does not increase the power consumption because both
the hardware complexity and the total power constraint are the same.
As described by Figure 6.7, there is not much difference in the total achievable rate
between hybrid DPC and hybrid ZF with only 8 RF chains.
This result is shown also by Figure 6.9, however the overall rate of the hybrid ar-
chitecture is more than double compared to the fully digital scheme with only 8
antennas, hence from this plot it is possible to observe the value of hybrid beam-
forming. In Figure 6.11 and 6.13 the same comparison is shown with respectively
12 RF chains and 20 RF chains.
Increasing the number of RF chains, the gap between fully digital beamforming
and hybrid beamforming is reduced and the difference in the total rate between
DPC and ZF is increased, as described in 6.2.
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FIGURE 6.1: Comparison of the achievable rate between ZF and DPC
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FIGURE 6.11: Comparison of the total achievable rate between digital
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t = 12, Nu = 100)
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and hybrid beamforming using ULA (NRF

t = 20, Nu = 100)
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Chapter 7

Conclusions and Future
Developments

To make possible new applications, future wireless networks will need to transfer
much greater amount of data at much higher speed. In this thesis, the problem of
downlink transmission scheduling for MU-MIMO is investigated: multiple users
need to receive data from a BS, thus this procedure is required to increase the total
achievable rate.
By considering 5G wireless network, fully digital precoding scheme is not feasible
because of the great amount of antenna exploited, hence, to limit the energy con-
sumption, I studied the hybrid-beamforming architecture based on DPC.
From the results shown in Chapter 6 it is possible to observe that the algorithm
proposed in 5.4 manages to provide a higher total sum-rate than the analogous al-
gorithm based on ZF.
The difference in terms of performance is more significant when users are not uni-
formly distributed over 360◦ and when more RF chains are used.
This solution has low hardware-complexity since it is based on hybrid beamform-
ing, thus a limited number of RF chains are employed.
The algorithm proposed has also low computation-complexity because the most
critical task, for this problem, is the scheduling of users that has been solved using
a greedy algorithm studied in [24].
Future developments are necessary for THz transmissions (6G), because communi-
cate using this frequency band requires arrays of a much higher dimension to over-
come the even stronger path loss compared to mmWave communications (5G).
Thus, because of the high dimensionality of the antenna arrays, in [28] a dynamic
analog precoder is studied to design the hybrid beamforming.
Hence, instead of using a fully connected system (FC) (as in the mmWave) in which
each RF chain is connected to each antenna, it seems more convenient to employ
adaptive connections between RF chains and antennas, the so called dynamic array
of subarray (DAoSA).
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Moreover, as stated in [29], reducing the computational complexity of hybrid beam-
forming algorithms is an important direction for the future research.
Recently, in [15] a beamformer neural network (BFNN) has been proposed: it can
be trained to learn how to optimize the beamformer for maximizing the spectral
efficiency with hardware limitation.
Future developments could also address the problem of interaction between dif-
ferent layers of the protocol stack for the next generations of wireless networks.
Indeed, future applications will be based on heterogenous networks, thus the anal-
ysis of only the PHY layer does not lead to an optimal user experience.
The end-to-end performance analysis of the transmissions in a complex network is
necessary and it depends in complex ways on the interactions of all the layers of
the protocol stack, thus, to increase the overall quality of service (QoS), different
protocols are required.
So far, most of the studies on the interaction between higher layers and the PHY
layer for mmWave, consider the simpler case of analog beamforming, hence future
studies can contemplate hybrid beamforming.
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Appendix A

Review of Algebra

A.1 Determinant properties

The determinant of a square matrix is a scalar value that is a function of the entries
of the matrix.
For instance, the determinant of a 2x2 matrix can be easily computed as:

det

([
a b
c d

])
= ad− cb

A.1.1 Basic properties

The determinant of the transpose of A is equal to the determinant of A:

det (A) = det
(

AT
)

(A.1)

The determinant of the Hermitian transpose of A is equal to the complex conju-
gated of the determinant of A:

det
(

AH
)
= det (A)∗ (A.2)

Theorem A.1.1 (Binet’s Theorem). Let A and B be two square matrices, then the deter-
minant of the product can be written as the product of the determinants:

det (AB) = det (A)det (B) (A.3)

A square matrix is invertible if its determinant is not equal to 0, in this case the
determinant of the inverse matrix can be written as:

det
(

A−1
)
=

1
det (A)

(A.4)
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Proof. It follows from Binet’s theorem:

det
(

AA−1
)
= det (I) = 1

= det (A)det
(

A−1
)

thus,

det (A) =
1

det
(

A−1
)

The determinant is related to the eigenvalues of the matrix. Let A be a NxN
square matrix with eigenvalues λ1, λ2, . . . , λk with algebric multeplicity µ1, µ2, . . . ,
µk, thus k ≤ N. The case in which k = N happens when all the eigenvalues are
different to each other, thus the multeplicity is equal to 1.
The determinant of A can be computed as sum of the products of the eigenvalues
by their algebric multeplicity:

det A =
k

∑
i=1

λiµi (A.5)

A.2 Trace properties

The trace of a nxn square matrix A is defined as:

tr(A) =
n

∑
i=1

ai,i (A.6)

where ai,i denotes the entry of the matrix in position (i, i)

A.2.1 Basic properties

It is a linear mapping:

tr(aA + bB) = atr(A) + btr(B) (A.7)

for all the square matrices A, B and the scalars a, b.
The transpose transformation is invariant for the trace, because the elements in the
diagonal do not change:

tr(A) = tr(AT) (A.8)
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The trace of the Hermitian transpose of A is equal to the complex conjugated of the
trace of A:

tr(AH) = tr(A)∗ (A.9)

Theorem A.2.1. Let A be a MxN matrix and B be a NxM matrix, then:

tr(AB) = tr(BA) (A.10)

Proof.

tr(AB) =
M

∑
m=1

(AB)m,m

=
M

∑
m=1

N

∑
n=1

Am,nBn,m

=
N

∑
n=1

M

∑
m=1

Bn,m Am,n

=
N

∑
m=1

(BA)n,n

= tr(BA)

In general, it can be shown that the trace is invariant under cyclic permutations:

tr(ABCD) = tr(BCDA) = tr(CDAB) = tr(DABC) (A.11)
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